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Anomayin — Posrasanyro apxirekrypu Physics-
Informed Neural Networks, Graph Neural Networks Ta
Neural Ordinary Differential Equations, mo noeanywors
aHAJiTHYHI Ta HelipomepeskeBi MeTOIU /ISl PO3B’SI3aHHS
CKJIAHUX 3a7a4 MaTeMaTH4HOI Qizuku. [IpoBeneno ornsig
cneniajJi3oBaHMX HeHPOHHUX Mepe:X /s BHUpilIeHHS
MaTeMAaTHYHHX 3a4a4 M 4ac MojeaoBaHHA. 3podJeHo
BHCHOBOK 1Npo  ()OPMYBaHHS  HOBOi  NapagurMu
KkilepMaTeMATHYHOIO0 MO/JC/IIOBAHHS, 3aCHOBAHOI Ha
iHTerpauii MaTeMaTHYHUX METOJIB i MeTOIiB MALIHHHOTO
HAaBYAHHS.
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MoneaoBaHHs, Physics-Informed Neural Networks, Graph
Neural Networks, Neural ODE, naniBnpoBinnukoBa
eJIeKTPOHiKa, INTYYHMI{ iHTe/IeKT.

I. Bctyn
Y cydacHiff HayIl Ta TEXHIIl MaTeMaTHYHE
MOJICTIIOBaHHS  IOCiae  IEHTpallbHE  Miclle  sK

YVHIBepCAIbHUM I1HCTPYMEHT JOCIIDKEHHS CKIAaJHHUX
cucTeM 1 mporeciB. 30KkpeMa, B Taly3ax (isukw,
CJICKTPOHIKM,  MaTepiallo3HABCTBA Ta  CYMDKHHX
JUCIMILTIH BOHO Jla€ 3MOTY OTpPHMYBaTH KUIBKICHI

OLIHKHM, TPOTHO3YBaTH TMOBEAIHKY OO0’€KTIB Ta
ONTHMI3yBaTH IapaMeTPU TEXHOJOTTYHHUX IIPOLECIB.
IIpore TpaauLiiHi METOAU MaTeMaTUYHOTO
MOJICTIOBaHHs, W10 IPYHTYIOTbCS Ha YHCEIbHOMY
PO3B’s3aHHI IQepeHITiaTbHIX PiBHSIHB abo
AQHANITHYHUX  MJXOJAaX, YacTOo  CTHKAKTBCA 3

obmexxeHHsamu. Lle crocyeThcs mepemyciMm 3amad, sSKi
XapaKTepU3yIOThCA KOPCTKICTIO PiBHSHB,
OaraTomMacmTaOHICTIO, HASBHICTIO TPAHWYHHX IIApiB Ta
CHUJIbHO HCMIHIMHUMH  3aJCKHOCTAMH. Y  TaKuX
BUIIAJKax 3pocTae ImoTrpeda y HOBUX METOIOJIOTISX,
3JATHUX IIO€JHATH TOYHICTh AHAIITUYHUX MIAXOLIB 1
THYYKICTh aJITOPUTMIB MAITMHHOTO HABYAHHSI.

Y 1mpoMy  KOHTEKCTI BHUHUKA€  TOHSTTS
KibepMaTeMaTHYHOTO  MOJCIIIOBAHHS, SKE MOJXKHA
BU3HAYHTH SK IHTCTPATHBHY MapajurMy, IO MOEIHYE
KIACHYHI ~ MaTEeMaTH4Hi METOOM 13 CYYaCHUMH
OOYHCITIOBAIFHUMH ~ TEXHOJOTISIMH,  30Kpema 3
IHCTPYMEHTAMH ITYYHOTO 1HTEIEeKTy. B 0CHOBI Takoro
HiIX0/Ty JIS)KUTH 171es1 3UTTS POpPMaTbHUX MOJIETeH, 110
CIHPAIOThCS Ha 3aKOHU (PI3UKM Ta MaTeMaTHKH, i3
QNrOpUTMaMH, SIKi HAaBYAIOTHCA HA MTaHWX Ta 3J]aTHI
anmpokcuMyBaTH  (yHKIiI ~ BHCOKOI  CKJIAHOCTI.
OcobnuBe Miclie cepesl TAKMX IHCTPYMEHTIB TIOCiIal0Th
CrieITiabHi HEHpOHHI Mepexi, apXiTEeKTypHi
BJIACTHUBOCTI SIKUX Opi€HTOBaHI Ha poboTy 3
qudepeHiaNbHUMA  PIBHSHHSAMH,  IIPOCTOPOBHUMH

CTPYKTypaMH Ta 9YaCOBUMH psimamu. Jlo HUX HaJeXaTh,
30kpema, Physics-Informed Neural Networks (PINN)
[1], Graph Neural Networks (GNN) [2] Ta Neural
Ordinary Differential Equations (NODE) [4], koxHa 3
SKHX BIJKPUBAa€ HOBI MOXIHUBOCTI I aHAmizy M
MPOTHO3YBaHHS MOBEIHKU CUCTEM Y THUX BHIAJKaX, JIC
KJIACHYHI MiJXOIU BHSBISIOTHCS HAATO TPOMI3IKUMHU
a60 Hee(heKTHUBHIMH.

BuxopucraHHs TakMX IOTYYHHX HEWPOHHHUX
MepeX JO3BOJISIE€ IHTETpyBaTH B IIPOLEC HABYAHHA
anpiopHi 3HaHHA Tpo (I3UYHY TPUPOAY SBHII, IO
3a0e3nedye HE JHINE MABUIICHHSI TOYHOCTI, a H
CTaOUTBHICTP MOIENI Yy BHUIAOKaX, KOJH KIJIBKICTh
JIOCTYITHUX CKCICPUMEHTAILHUX JIaHUX € OOMEKCHOIO.
Hampuknan, PINN-Moneni ycmimmHO 3acTOCOBYHOTHCS
JUISL MOJIETIFOBaHHSI TETUIONPOBIIHOCTI, TIEPEHOCY 3apsiay
B HaIliBIIPOBITHUKOBHX CTPYKTYypax Ta IHIIMX 3ajad4, Je
3BHYAiHI YHCENIbHI METOAM BHMArarTh HAJAMIPHHX
oOuncroBapHUX — pecypciB.  GNN  BHABISIOTHCS
e(peKTHBHUMH y  BHUNAOKaX, KOJIM  TOMOJOTis
JOCTIIKYBAHOI CHCTEMH Ma€ BUpIMIAIbHE 3HAYCHHS, K-
OT Y MOJICJISIX B3a€MOJII1 BY3JIiB €JICKTPOHHUX CXeM a00
B 33J]auaX MMPOTHO3yBaHHS BIACTUBOCTCH KPHUCTATIYHAX
rpatok. NODE, y cBoro 4epry, 103BOJISIIOTh ONUCYBATU
JUHAMIKY CKJIQJHUX CHCTEM y HEIEPEPBHOMY Yaci, 110
BIIKpUBAa€ HOBI TEPCIEKTUBH JJISI MOJEITIOBAaHHS
(hi3MIHMX TIPOIIECIB HA PI3HUX YaCOBUX MacmTabax.

TakuM  9uHOM,  IHTETpallisi  CHemiaTbHUX
HEHPOHHUX MEPEeX y MPaKTUKy KiOepMaTeMaTHIHOTO
MOJICTIIOBAHHS CTAHOBUTH aKTYaJIbHUM 1 EPCTICKTUBHUT
HAIpsIM CYYaCHUX HAYKOBHUX JOCHTIJKCHb. BoHa cripusie
HE JIMIIE PO3MIMPECHHIO aPCCHATY METO/IIB JJIs1 BUBUCHHS
CKJIaJTHUX HEJIHIHUX CUCTEM, alic i CTBOPIOE YMOBH
JUIs TOOYJOBU YHIBEPCANbHUX TiOPHIHUX MOJEIIEH,
3IaTHUX TMOEJHYBaTH IIEpEBard  aHAIITUYHUX 1
O0UMCIIOBATIBHUX IMMIAXOMiB. MeTO HaHOI CTaTTi €
aHalli3 BIACTHBOCTEH CHEWiali30BaHMX HEHPOHHHUX
MepexX Ta BHUSBIICHHS 0COONMMBOCTEH iX 3aCTOCYBaHHS y
3amavax KibepMaTeMaTHIHOTO MOJICTIOBAHHS.

I1.Orisa ITEPATYPU
IIpoTsroM OCTaHHBOTO ACCATHIITTS BiAOYIOCS
CTpIMKE 3pOCTaHHsI iHTepeCy 0 3aCTOCYBaHHS METOJIIB
MITYYHOTO IHTEJEKTY, 30KpeMa HEWPOHHHX MEpexk, y
MaTEeMaTHYHOMY MOJICIIFOBAHHI CKIAJHUX (DI3UIHUX
nporieciB. OIHIEIO 3 MEPIINX — CTaa MOSIBa TaK 3BAHUX
PINN [1], sxi Buepime Oyjiu CHCTEMAaTH30BaHO OIHCAHI
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B pobotax P. Paicci Ta Jx. Kapniamakica (Raissi,
Perdikaris, Karniadakis, 2019). OcnoBHa imess PINN
mojsirae 'y BKJIFOYEHHI  (I3MYHMX ~ 3aKOHIB,
TPEICTABICHUX Y BUTILAAI Iu(epeHIialbHIX PiBHSIHb,
Oe3nocepesiHbO Y (QYHKINIO BTpaT HEHPOHHOI MEpexi.
Cxemy apxitektypu PINN, ne nokasano BXiJqHi 3MiHHI,
BHUXiT U, OOYNCICHHS MOXIAHUX dYepe3 aBTOMAaTHIHE
mudepeHIioBaHHS Ta BHECOK Y (YHKIIO BTpaT
nokazaHo Ha puc. 1. Lle mae 3mory mozeni He Jumie
HaBYATHCS Ha OOMEKEHNX eKCIIEPHUMEHTAIHHUX TaHWX,
aye ¥ 3aJ0BONBHATH QYHAAMEHTAJIbHI CIIBBITHOIICHHS,
IO ONMHUCYIOTH TMOBENiHKY cuctemu. [lomiOHMI miaxix
3HaYHO  pO3MIHPIOE  MOXIIMBOCTI  3aCTOCYBaHHS
HEHPOHHUX MEPEX Yy BUNIANIKAX, JIe TPATUIiHHI YHCeTbHI
METOIIY, HANPHUKIAJ METOJ| CKIHYCHHHX EJIEMEHTIB, €
HaJATO OOYMCIIOBAJIBHO 3aTpaTHUMH. 3okpema, PINN
NPOJIEeMOHCTPYBanu  e(peKTHBHICTb y  3ajadax
MO/ICTFOBaHHsI TEIUIONPOBITHOCTI, JAWHAMIKK PIAMH Ta
PO3MOAITY 3apsily B HAMMiBIPOBITHUKOBUX CTPYKTYypax.
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[Hmumi BaxknuBuil Hanpsm craHoBisATh GNN [2],
SKi CIOYaTKy Oyiu po3poOiieHi A aHami3y JaHuX Y
Buriaai rpagis (Scarselli et al., 2009; Bronstein et al.,
2017). OcobmuBictTio GNN € ixXHI 3HaTHICTB
BpPAaxOBYBaTH TOIOJIOTIUHI 3B’SI3KH MDK eJIeMEHTaMH
CHUCTEMH, 1[0 pOOUTH iX HAJI3BUYAWHO MEPCIIEKTUBHUMU
JUTSL MOJISTFOBAHHST CTPYKTYPOBaHUX 00’ €KTIiB y (i3uili
Ta Marepiamo3HaBcTBi. Hampumkman, y 3amadax
MIPOTHO3YBaHHS €JIEKTPOHHUX BIACTUBOCTEH KPHCTAIiB
a00 BUBUYEHHS B3a€MOJIH y CKIATHUX EJIEKTPOHHHX
cxemax rpadoBi HEHpOHHI Mepexi 3MaTHI BimoOpaxkaTu
B3a€MO3AJICKHOCTI MIX By3JIaMd Ta peOpaMu, IO He
3aBKIM MOXIHMBO Yy KIACHYHHUX miaxoxax. Hwuzka
cy4acHHX poOiT nemoHcTpye 3actocyBaHHs GNN y
MO/ICTIFOBaHHI EHEPreTUYHNX CTaHIB aTOMHHX IDATOK Ta
JUIL  TPUCKOPEHOTO  PO3paxyHKy  MaTepiallbHHUX
KOHCTAHT, III0 OCOOINBO BaKIIMBO B KOHTEKCTI PO3BUTKY
HOBHX HAIIIBIPOBITHUKOBUX TEXHOJIOTIH.

He MeHII mepCrieKTUBHUM  HAmpsMOM €
BukopuctanHs Neural ODE [4], koHmermnis skux Oyna
3anporoHoBana y pobortax Yena ta cmiBaBTopi (Chen
et al., 2018). Y mpoMy mimxoxmi TuHaMiKa TIPHIXOBAHUX
CTaHIB HEHPOHHOT MepeXi OMHUCYETHCs Oe3MePEPBHUMHU
JTU(epeHIliaTbHIMU PIBHAHHIMM, 10 Ja€ 3MOTY OLIbII
NPUPOJTHO BiOOpakaTH YacoBY EBOJIOLIIO CHCTEMHU.
Neural ODE nponemMoHcTpyBany 3HaUHHUH MOTEHINAN Y
MOJICTIFOBaHHI ~ JIMHAMIYHUX  IPOLECIB, TaKUX SIK
MEepeHeCeHHs]  HOCIIB  3apsiiy,  PO3MOBCIOJIKEHHS

XBWJIBOBUX CUTHAIIB a00 HEIiHIIHI KOIUBAJIBbHI SBUILA.
IlepeBara 1pOro MmiAXOMy TMOJISATAE Y MOXKIMBOCTI
iHTerpamii 3 KJIACHYHUMH YHCEJIbHUMH METOJaMU
po3p’sizannst OJIP, mo ¢opmye miarpyHTs s

CTBOPCHHSA riOpumHUX ANTOPUTMIB
KibepMaTeMaTHIHOTO MOJICTIOBAHHS.
Chig  Takox BiI3HAYUTH JIOCIIOKEHHS,

CIpsSIMOBaHI Ha IHTETpAIlif0 BHIIE3TaJaHUX MiIXOMIB y
€IMHI apXiTeKTypH. 30kpema, po3pobisttorsest PINN-
MOJIeTi 3 BHMKOPHCTaHHSAM TpadoBHX CTPYKTYp, SKi
JIO3BOJISIIOTh MOJETIOBATH OaraTOBHMIpHI 3ajmadi 3
ypaxyBaHHSIM  ckiagHoi reomerpii. IlapanensHO
MPOBOAATHCS poboTH momo nmoeananns Neural ODE i3
TIMOMHHUMY PEKYPEHTHUMH MEpPEeXXaMH, 10 BiAKPHBAE
HOBI MOJJIMBOCTI IS MOJIEJIOBAHHSA CKJIALHHX
JUHAMIYHUX CHUCTEM y peajbHOMY dYaci. Y cydacHiid
JiTepaTypi Taki riOpuIHI MiIX0AN YacTO PO3TIAAAI0THCS
K KITI04 JI0 o0y 0BH YHIBEpCAIbHUX
KibepMaTeMaTHYHUX MOJIEIIEH, SIKI MOXKYTh ITO€IHYBaTH
TOYHICTh  KJIACHUYHUX METOAIB 1  aJanTUBHICTH
HEUPOHHUX MEPEXK.

TakuM 9HHOM, aHAJI3 JIiTEpaTypPH CBIIYUTH PO
(opMyBaHHS HOBOI HAyKOBOi MapagurMu, y SKii
cremiajdbHI HEHPOHHI MepeXi CTaloTh HE JIHIIe
JIOTIOMDKHUM IHCTPYMEHTOM OOpoOKHM maHuX, a H
MIOBHOI[IHHUM €JIEMEHTOM METOIOJIOTI] MaTeMaTHIHOTO
MOJIEIOBAHHA.  IX  3acTocyBaHHA B 3ajayax
CJIEKTPOHIKH, (DI3UKU MaTepiaiiB i CyMDKHHMX Taiy3sx
BIIKpUBA€ TEPCHEKTUBH JJIsl PO3B’SI3aHHS paHilie
HE0CSKHUX npobieM, OB’ I3aHUX i3
GaraToMacIuTaOHICTIO, HENHIHHICTIO Ta 0OMEXEHICTIO
EMIIIPUYHUX JaHUX.

III. METOJM TA IAXOAU 3BACTOCYBAHHSI
CIIELIAJIbHUX HEMPOHHUX MEPEX

KibepmaTemaTruHe MOMAETIOBAHHS —CKJIQJIHHUX
(hizmaHIX CHUCTEM, 30KpeMa y chepi
HaIiBITPOBITHUKOBO1 €JIEKTPOHIKH, BUMArae MmoeTHaHHs
KJIACHYHUX METOMIB PO3B’s3aHHs AudepeHIiaTbHIX
PIBHSHb 13 CyYaCHUMH IHCTPYMEHTAaMH ILITYYHOTO
inTenekTy. Ha BiAMiHY Bill TpaJWIiiHUX YHCEITBHUX
METOJiB, TaKMX SIK METOJA CKIHYEHHHMX pPI3HUIb YH
CKIHYCHHUX €JIEMCHTIB [5, 6], cremiaipHi HEHPOHHI
Mepexi 3[aTHI IHTErpyBaTH ampiopHi 3HAHHS MPO
3aKOHH (i3uKH Oe3rmocepeIHkO Y MPOIIeC HABYaHHS, 110
BIIKpHBa€  HOBI  TEPCHEKTHBH y  CTBOPEHHI
YHIBepCAIBHIX TIOPUAHUX MOJIEIEH.

OpmHuM i3 HaHOUTBII PO3POOIICHUX HANPSAMIB €
PINN [1]. 3a paxyHOK TOro, IO pIBHAHHS, SIKi
CKJIaaf0Th OCHOBY MOJICII, BKJIFOUCHI Y (DYHKIIIIO BTpaT
HEWPOHHOT MEpEXi BIAETHCS 3aJI0BOJILHATH PIBHSHHS y
YaCTKOBHUX MOXIIHUX HE JIMIIE JUIs 3HAYeHb HAaBYAIbHUX
JaHWX, a W y BCId 00macTi BH3HAYCHHS 3a7adi.
Hanpuknan, y 3agadi  MOJENIOBAaHHS  PO3MOILTY
EJIEKTPUYHOTO TMOTEHIialy B pP-N MEepexoji MOXKHa
3agatu piBHAHHS I[lyaccoHa sk oOMexeHHS y (yHKIIiT
BTpaT, MO0 CYTTEBO 3MEHIIYE KUTbKICTH HEOOXiTHMX
eKCTIEpUMEHTAIBHUX JaHuX [7]. Y ToOpiBHSHHI 3
KIIACUYHUMU  YHUCEJIbHUMHU  anroputMmamu, PINN
JEMOHCTPYIOTb ~ Kpally  MacIITa0oOBaHICTh IS
BHUCOKOBHUMIPHHMX 337a4 1 JalOTh 3MOTY OTPHMYBAaTH
pillieHHs Tam, Je TNpsiMe 3acTOCYBaHHS METO/ay
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CKIHUCHHUX €JIEMEHTIB
00YHCITIOBAIFHUX PECypPCiB.

[HImMY TepCHeKTUBHUN TMiAXin TOB'S3aHUN 3
BukopuctanasM Graph Neural Networks (GNN) [2, 3].
Ha BigmiHy BiJ  KJIacHYHHX  OaraTomapoBHX
MEepIENTPOHIB, LI MEpeXi BPaXxOBYIOTb TOMOJOTIYHY
CTPYKTYpPY [HaHMX, IO POOUTH IX Haa3BHUYAHHO
e(eKTUBHUMHU JIJIsI MOJICIIIOBAHHS (DI3MYHUX CHUCTEM, e
B3a€EMO/JIisl MIXK €JIEMEHTaMU Ma€ BUpilaibHE 3HAYCHHSL.
VY BUNaJKy eNeKTPOHHHUX CXEM YH KPUCTAIIYHUX IPATOK
By3IH rpacda BiINOBiAAIOTH aTOMaM YU €JIEKTPOHHUM
eneMeHTaM, a pebpa — 3B’s3KaM ab0 B3AEMOMISM MiX
auMH. Cxemy apxitekrypu GNN 300pakeHO Ha puc. 2.
3acrocyBanHss GNN y MarepiaJo3HaBCTBI JTO3BOJIIIIO
3HAYHO TPUCKOPUTH TIPOTHO3YBAHHSA CHEPreTHUHHUX
PIBHIB KpHCTaJliB, L0 MiATBEPAKYETHCS CYYaCHUMH
JIOCIIJDKEHHSIMHE Y Taity3i «geometric deep learning» [3].

Hidden layer

BHMarae HaJMIpHHUX

Hidden layer

Output

Puc 2. Cxema apxiTéKTypanraph Neural Networks
(GNN)

Tpetim BaxknuBuM HamnpsiMoM € Neural Ordinary
Differential Equations (Neural ODE) [4]. ¥V upomy
MiAXOAl  TMPHWXOBaHI CTAaHU  HEHPOHHOI  Mepexi
PO3BUBAIOTHCS BiJIMTOB1THO hi(o) CHUCTEMU
IudepeHiagbHuX PiBHSAHD, IHTETPOBAHUX YHCEIHHO.
Ha BimMmiHy Bif peKypeHTHHX Mepex, A€ JAUCKPETHUH
KpOK 4acy 3amaetbest kopctko, Neural ODE
3a0e3meuyioTh Oe3mepepBHY YacoBy nuHaMiky. Lle
poOUTh X NMPUAATHUMHU TSI MOJEIIOBAHHS IPOIIECIB,
)11 (0) ONHUCYIOThCA HEJHIHHUMUA IMHAMIYHUMA
PIBHSHHSIMH, 30KpeMa IIepeHOCY HOCIiB 3apsmgy Yu
XBWJIBOBHX  MpOLECIB y  HaIliBIPOBIJHUKOBHX
cTpykrypax [9]. ¥ kom0Oinamii 3 PINN Ttaki moxemi
(¢opMyIOTb  OCHOBY Uil  IOOYZOBH  TiOpHIHHX
apXiTEeKTyp, IO MOEAHYIOTh TOYHICTh aHAIITHYHUX
MiAXOMIB 13 THYYKICTIO TTHOMHHOTO HAaBYAHHS.

Y cywacHiii miteparypi TaKoXX aKTHBHO
JOCTIDKYIOTBCSI KOMOiHOBaHI Metoan. Hampukian,
noegaanHss PINN Tta GNN no3Bomste edexkTuBHO
MOJICITIOBATH OaraTOBHMIpHI 3afadi 3 ypaxyBaHHIM
cKIagHOi reometpii, a iHterpamis Neural ODE 3
PEKYPEHTHUMHU MEPEKaMHU BiJIKPUBAE HOBI IEPCIEKTUBU
JUISL IPOTHO3YBaHHsI TIPOLECiB Y peansHOMY Haci [1, 4].
BaxxnuBuM  HampsMOM — PO3BUTKY  BBaXKa€TbCs U
onTHMIi3alis apxiTeKTyp, OCKUJIbKH BHCOKa
00YHCITIOBAJIbHA CKJIAMHICTh 1 YYTJIMBICTH O BHOOPY
rimeprnapameTpis 3aJMIIAIOTHCS KIIFOYOBHMH
BHUKJIUKaMH [§].

Takum umnoMm, Metoar PINN, GNN Ta Neural
ODE ¢opMyrOTh TpH TOJIOBHI MiAXOIN Y 3aCTOCYBaHHI
crieiagbHAX HEHPOHHUX Mepex TSt

KibepMaTeMaTHYHOro MojiesitoBaHHs. KoxeH 3 HUX Mae
BJIacHI mepeBaru Ta oomexxeHHs: PINN 3a0e3neuyroTsh
¢iznuHO y3romkeHi po3B’sizku, GNN edekruBHi y
BUIIagkax ckiaagHoi Ttomojorii, a Neural ODE
BiZITBOPIOIOTh YaCOBY AMHAMIKY CHCTEM. IX cuHepris
CTBOPIOE IIAIPYHTS JUI PO3BHTKY HOBOi HayKOBOL
napajurMy, y Meax SKOi KJIacHYHI MaTeMaTH4Hi
MOJENl M  aNropuTMHM  TJIIMOMHHOTO  HaBYaHHSI
BUCTYTIAIOTh HE KOHKYPEHTaMH, a
B32€MO/IOTIOBHIOIOYHMH IHCTPYMEHTaMHU.

IV. ITPUKJIIAON 3ACTOCYBAHHS

3acTocyBaHHS CTICMiATbHUX HEHPOHHIX MEPEXK Y
KibepMaTeMaTHIHOMY MOJETIOBAHHI 3HAXOAUTH
MiATBEPIDKCHHS Y HU3II MPaKTHYHHUX JOCHTIKEHB, SKi
JIEMOHCTPYIOTh €()EeKTUBHICTh IIUX METOJIB y 3ajadax,
¢ KIACHYHI TIAXOIM CTHKAIOTHCI 3 CYTTEBUMHU
obOMexeHHsIMU. HalOinbll MOMIMPEeHUM HarpsMOM €
Bukopuctanus PINN y 3agauax po3B’si3aHHS PIBHSHB Y
YaCTKOBHX TOXITHHUX, [0 OMUCYIOTh (Bi3UYHI MPOIIECH.
Hanpuknan, y poborax Raissi ta ciBaropis [1] PINN
YCHIITHO 3aCTOCOBaHO TUTS MOJICTIOBaHHS
TEIUTOTIPOBITHOCTI Ta  XBWJIBOBHX  pIBHSAHB, IO
JIO3BOJIMJIO 3MCHIINTH MOTPe0y Yy YHCENbHUX CiTKax
BHCOKOT pO3MIpHOCTI.

Hopmanemi gocmimkeHHs, Taki sk podora Cao Ta
if. (A Physics-Informed Neural Networks Algorithm for
Simulating Semiconductor Devices, 2023), moka3anu

MOXJIMBICTh  iHTerpamii piBHsHb Ilyaccona Ta
HEMepepBHOCTI  Oe3mocepeiHb0 Yy (DYHKINIO BTpaT
HeliponHoi Mepexi. Ile 3a0e3mednsio OTpUMaHHS

(hi3MYHO Y3rO/PKEHHUX PO3B’SI3KIB IPU MOJCITIOBAHHI P—
i-n  CTPYKTYp HaBiTh 3a BIICYTHOCTI MOBHHX
SKCICpUMCHTANBHNX HaHuX. Liu Ta cmiBaBT. (2024)
PO3BUHYIIH LIeH MiAXix, 3alpomoHyBaBIIN Asymptotic-
Preserving Neural Networks, 3maTHi BpaxoByBaTH
ACUMITOTHYHI MEpexXoqu MK PI3HUMH (Qi3MIHUMHU
peXuMaMHu — BijI 0aTaHCOBOTO 0 TU(PY31HHOT0, — M0
€ BAXIMBUM JIJIsi TOYHOTO OINKCY EJIEKTPOHHOTO
TPaAHCIIOPTY Y HAIiBIIPOBIIHUKOBUX mpritagax. [TomiOHi
METOJM YCIIIIHO BUKOPHUCTOBYIOThCS JUIA aHAI3y
TETJIOBHUX TPOIIECIB Y MIKPOEIEKTPOHII [5, 7], a Takoxk
JUTSE 337129 6araToMacITabHOTO MOICTIOBAHHS PIBHSIHHS
bonmprmana [Liu et al., Journal of Computational
Physics, 2024].

[HIIMM HanPsIMOM MPAaKTHYHOTO 3aCTOCYBAaHHS €
Graph Neural Networks (GNN), siki mpoieMOHCTpyBaJIi
BUCOKY €(eKTHBHICTh Yy 3ajgadax, IOB’S3aHUX 3
aHaJI30M CKJIQJHUX CTPYKTYpPOBaHUX CHCTEM. Y
marepiano3HaBcTBi  GNN  BHKOPHUCTOBYIOTBCS — JUIS
MPOTHO3YBaHHSA €JIEKTPOHHUX BIIACTHBOCTEH
KPHUCTAJIYHUX TIPATOK Ta BHUBYEHHS EHEPreTHYHHX
CTaHIB aTOMHHX CTPYKTYD [2, 3]. Hanpukman, Hestroffer
ta cmiBaBT. (Graph Neural Networks for Efficient
Learning of Mechanical Properties of Polycrystalline
Materials, 2022) nponemonctpyBaiu, mo GNN MOXKyTbh
TOYHO nepenbadatu MEXaHI4HI BJIACTHUBOCTI
MOJNI-KPUCTATIYHUX MaTepialliB, MOJETIOIOYH BILIHB
MIKpPOCTPYKTYpH Ha MaKpOCKOIIYHY MoOBeAiHKy. Gong
ta Ruff (2023) y cBoix poboTax mokasaau MOMKJIUBICTh
BukopuctanHst GNN 1151 BUSIBJICHHS 3aKOHOMIpHOCTE
Y IEepIOJMYHUX CTPYKTYypax MaTepiaiiB i mepeadadeHHsI
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mapaMmeTpiB, TaKUX SK  CHEeprid
€JICKTPOHHA CITOPIiTHEHICTh Ta
KPUCTATIYHOI PETIiTKHY.

(dbopmyBaHHS,
CTablIbHICTh

Y cyyacHUX JOCITIJDKEHHAX 3 PO3POOKH HOBUX
HarniBIpoBiTHUKOBUX MatepianiB GNN pormomararotsb
nependavyaTy JepeKTH KPUCTATIYHOI CTPYKTypu Ta
iXHI BIJIMB Ha EJICKTPOHHY INPOBIAHICTH, IO 3HAYHO
CKOpO4ye€ BUTpaTH Ha eKCIIePUMEHTAJIbHI
BUNPOOyBaHHs. Y raiy3i €JIeKTPOHHUX CXeM MOzi0OHi
MepexXi 3acCTOCOBYIOTBCS [UIA aHaNi3y TOIOJOTiH
CKJIQHUX  MEpEeXEBUX  CTPYKTyp,  ONTHMi3amii
TpacyBaHHS CHUTHAJIB i BUSIBIICHHS aHOMAJIii y cxeMmax,
Ie TpagumidHi MeToaum  TpadoBoi  omruMizaril
BUSIBIISTIOTHCS] HEC(PEKTUBHUMH.

TpeTiM BaX/IMBUM MPHKIAJOM € BUKOPUCTAHHS
Neural ODE y 3agauax MOJEIOBaHHS 4YacOBOI
JMHAMIKK npolieciB. Y (i3ulli Ta eNeKTpoHili i Mozedi
3aCTOCOBYIOTBCSI JIJISL OIMCY KOJIMBAJIBHUX IPOIIECIB,
HENHIMHMX XBUJIBOBUX SIBHII 1 TPAHCIOPTY 3apsny y
MIKpPOGIEKTPOHHUX CTpyKTypax [4, 9]. 3aBmsixu
MOJKJIMBOCTI ONMHUCY O€3MepepBHOI YacOBOi AMHAMIKH,
Neural ODE 3a0e3neuyioTh OiLIbII  NIPHPOAHE
MOJICNIIOBaHHS  (DI3MYHMX  MPOLECIB,  YHUKAIOYH
NOMMWIOK, TIOB’SI3aHMX i3 JIUCKPETH3alli€l0  yacy.
Hocmimkernnss Chen ta cmiBaBt. (Neural ODE, 2018)
3all04YaTKyBaJO0 HOBY MapajurMmy, sKa IIO€JHY€
rMMOMHHE HaBYaHHSA 3 Teopico AudepeHIiaTbHIX
piBHsHb. CBOTOMHI I MiAXim 4acTo KOMOIHYIOTH i3
PINN mis moOymoBW TiOpHIHUX MOJENeH, 3MaTHHX
BpaxoBYBaTH SIK YacOBY, TaK i MPOCTOPOBY NHWHAMIKY
CHCTEM.

Bapro  migkpecnuTH, IO 3aCTOCYBaHHS
CreLiaIbHUX HEWPOHHUX MEPEK He 0OMEXKYETHCS JIUIIE
(Hi3MKOI0 UM EJCKTPOHIKOI. Y JITepaTypi OIKMCaHO
npuknanu BukopucraHHs PINN nns npornosyBaHHs

O0loMEeIUYHHUX  TPOLECiB, 30KpeMa  MOJETIOBAHHA
KPOBOTOKY y CyIOMHHHX cuctemax, a GNN — s
aHalizy MOIEKYJSpHHX B3aeMoniii y ximii Ta

tdapmanenTuui [ 1, 3]. Lle migTBepmKye yHIBEpCaIbHICTD
TaKAX METOMIB 1 1X TIOTEHIial Yy CTBOpPEHHI
MDKIUCIHIDTIHAPHAX KiOepMaTeMaTHIHAX MOJIENIEH.
V.BHUCHOBKI

[IpoBenenunit anani3 mokaszaB, 10 Cyd4acHi
migxoan, 3okpema PINN, GNN Ta Neural ODE, cyTTeBo
PO3IMIMPIOIOTh  MOMJIMBOCTI  TPAAWIIHHUX  METOJIB
MaTeMaTHYHOT'O MOJICTIOBAaHHA Y (Di3HIIi TA €JIEKTPOHIIT.
[x kmOuoOBOIO TepeBarol € 3JATHICTH IHTErpyBaTH
¢i3ugHI 3aKOHM y TpOIeC HAaBYaHHSA, BiITBOPIOBATH
CKJIaTHI TOIIOJIOTIUHI 3aJIe)KHOCTI Ta 3a0e3redyBaTH
ONMUC 4YacoBOi AWHAMIKM CHUCTEM Yy Oe3lepepBHOMY
HpOCTOPI.

TopiBHSAHHS 13 KJIACHYHUMH METOJAMH, TAKHMU
SK METOJ] CKIHUCHHHMX CJICMCHTIB YM MIiJXOJH Teopil
30ypeHb [5-7], MpOJAEMOHCTPYBalo, IO CICIialbHI
HEeHpOoHHI Mepexi JI03BOJISIIOT 3MEHIIUTH
Oo0YHCITIOBANIBPHY  CKJIAMHICTP y  OaraTOBHMIipHHX

3a/mavax, 3a0e3neuyroTh BHILY CTIHKICTh IO OOMEKEHIX
JAHUX 1 CTBOPIOIOTH YMOBH JJIS OTPUMaHHS (i3HWIHO
Y3TOJUKEHHX  pe3yibTaTiB  HaBiThb Yy  BHIAAKax
HEIOCTATHOCTI eMmipudyHOi iH(opmarmii. [Ipuxmagm
3actocyBaHHs [1-4, 9] miaATBEpIKYIOTh 1X €PEeKTHBHICTD
y  MOJENIOBaHHI  po3mojily  HOCIiB  3apsny,
MPOTHO3yBaHHI €JIEKTPOHHUX BIACTUBOCTEH MaTepialis,
aHadi3l  KOJNMBAJbHUX  TNPOLECIB 1  CKIaJHUX
CTPYKTYPHHX CHCTEM.

Pasom i3 TuM, ¢ BiA3HAYUTH HAsIBHICTH IIEBHUX
0oOMeXeHb, cepefl SKMX — BHCOKAa OOYHCIIOBalIbHA
BapTiCTh HABYAHHS, YYTJIMBICTh 10 BUOOPY apXiTEKTypH
Ta rineprnapameTpiB, a TAKOXK CKJIaJHICTh IHTEpIpeTarii
pesynbrartis [8]. Lli ¢pakropn Bu3Ha4aroTh HEOOXiqHICT
MOAAIBLINX JIOCIIPKEHb, CIPSIMOBAaHMX Ha ONITHMI3allif0
HEHPOMEPEIKEBUX apPXITEKTyp, PO3pOOKYy edeKTHBHHX
aJTOPUTMIB PETYISIpU3alii Ta CTBOPEHHS TiOpHIHHMX
METOJIOJIOTIH, $Ki TOETHYIOTh KJIACWYHI aHaTITHYHI
MOJIETI 3 JITOPUTMaMHK TTTHOMHHOTO HaBYaHHS.

TakuM 4YHMHOM, 3aCTOCYBaHHS CIEIiaJbHUX
HEHPOHHUX MEpex y KibepMaTeMaTHIHOMY
MO/ICTFOBaHHI MO>KHA PO3TIISIaTH IK GOpMyBaHHS HOBOT
HAayKOBOI MapajurMu, y Mexkax $KOI KJIacHyHi Ta
IHTEJIeKTyanbHi METOIU BUCTYMAIOTh
B32€MO/IOTIOBHIOIOUHMH CKJIaJIOBUMH €IMHOT
iHTerpoBaHoi cuctemu. [loganmbimii poO3BUTOK IHOTO
HarpssMy MaTHMeE CYTTE€BE 3HA4YCHHS Ul PO3B’s3aHHA
3amaq y HaTIBIPOBITHUKOBIH €JIEKTPOHIITi,
MaTepiallo3HaBCTBI Ta IHIIUX BHCOKOTEXHOJOTITHUX
rajmy3fX, J€ KPUTHYHO BaXXIMBUM € TO€THAHHS
TOYHOCTI, aJaTUBHOCTI Ta €()EeKTHUBHOCTI.
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