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Abstract—Обґрунтована доцільність та описаний 
механізм використання мемоізації для прискорення 
виконання алгоритму зменшення розміру 
сформованих DEFLATE-блоків під час прогресуючого 
ієрархічного стиснення зображень без втрат. На 
прикладі зображень тестового набору ACT показано, 
що застосування мемоізації для аналітичного способу 
реалізації цього алгоритму дає змогу прискорити її 
виконання максимум на 58.9 %. 
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I.  ВСТУП 
Будь-яка обчислювальна техніка та мобільні 

пристрої мають обмежені ресурси (швидкість 
процесора, обсяг оперативної та зовнішньої пам’ять, 
місткість зарядного пристрою). Швидші алгоритми 
дають змогу виконувати більше завдань за той 
самий час та економлять чи перерозподіляють 
витрати окремих ресурсів, тому проблема розробки 
методів для прискорення виконання алгоритмів є 
актуальною на цей час і залишатиметься такою у 
найближчому майбутньому. Одним з дієвих підходів 
для прискорення виконання алгоритмів на сьогодні є 
мемоізація. 

II. АНАЛІЗ ОСТАННІХ ДОСЛІДЖЕНЬ І ПУБЛІКАЦІЙ 
Як відомо, мемоізація в програмуванні – це 

техніка оптимізації, яка полягає у зберіганні 
результатів виконання функції при заданих 
значеннях параметрів. Тоді в процесі повторних 
викликів такої функції з тими ж значеннями 
параметрів відразу повертається збережене 
значення, а не виконуються ті ж самі розрахунки ще 
раз [1; 2]. Також на сьогодні мемоізація 
використовується не лише для збільшення 
швидкості виконання програм, а й, наприклад, під 
час рекурсивного синтаксичного розкладу в 
узагальненому алгоритмі низхідного синтаксичного 
аналізу [3] чи при табулюванні значень предикатів в 

мовах логічного програмування. З іншого боку, для 
запам’ятовування результатів обчислень найчастіше 
використовуються масиви, які займають додаткові 
обсяги оперативної пам’яті [4; 5]. Тому на практиці 
при використанні мемоізації потрібно віднаходити 
баланс між додатковими витратами ресурсів 
обчислювального середовища і прискоренням 
виконання програми від їх використання. В цій 
праці ми покажемо, як можна застосувати 
мемоізацію для прискорення обчислення двійкових 
логарифмів, як однієї з найуживаніших функцій в 
процесі реалізації алгоритму зменшення розміру 
сформованих DEFLATE-блоків [6-9]. 

III. ВИКОРИСТАННЯ ФОРМАТУ СЛОВНИКОВОЇ 
КОМПРЕСІЇ DEFLATE ДЛЯ СТИСНЕННЯ ЗОБРАЖЕНЬ БЕЗ 

ВТРАТ 
Загальновідомо, стиснення зображень без втрат 

найчастіше відбувається максимум в три етапи [9]: 
на першому яскравості пікселів перетворюються за 
допомогою предикторів; на другому контекстно-
залежне кодування зменшує надлишковості між 
окремими фрагментами; на третьому контекстно-
незалежне кодування усуває надлишковості між 
переважаючими значеннями яскравостей 
компонентів пікселів. 

Серед контекстно-залежних алгоритмів у 
форматах графічних файлів найчастіше 
використовується словниковий алгоритм LZ77 [10], 
оскільки він забезпечує найшвидше декодування. 
Описуючи словникові алгоритми, фіксовану 
кількість попередніх закодованих неподільних 
елементів (літералів) вхідного потоку називають 
словником, а наступних незакодованих – буфером. 
Алгоритм LZ77 базується на заміні у вихідному 
потоці послідовності чергових літералів буфера 
посиланням на аналогічну послідовність літералів 
словника у вигляді пари чисел <довжина; зміщення 
від закінчення словника>. У випадку відсутності 
аналогічної послідовності літералів у словнику, 
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перший літерал буфера переноситься у вихідний 
потік без змін. Після цього закодовані літерали 
переносяться з початку буфера в кінець словника і 
кодування продовжується аналогічно аж до 
закінчення літералів вхідного потоку. Під час 
декодування кодів алгоритму LZ77 окремі літерали 
копіюються у вихідний потік без змін. Пари ж 
<довжина; зміщення> декодуються шляхом 
послідовного копіювання з кінця вихідного потоку 
за вказаним зміщенням в кінець вихідного потоку 
необхідної кількості літералів. 

Контекстно-залежне кодування може 
зменшувати коефіцієнт стиснення у декілька разів в 
основному за рахунок однакових фрагментів. Але 
такі фрагменти рідко трапляються у 
фотореалістичних зображеннях, тому єдиним 
універсальним етапом стиснення зображень без 
втрат на сьогодні є контекстно-незалежне 
кодування. 

Основний принцип контекстно-незалежного 
кодування, яке в процесі стиснення зображень без 
втрат застосовується для компресії значень окремих 
елементів, – довжина коду довільного елемента з 
більшою ймовірністю не повинна перевищувати 
довжину коду будь-якого елемента з меншою 
ймовірністю. Цей принцип базується на 
фундаментальному положенні теорії інформації, 
згідно з яким для мінімізації довжини коду 
послідовності елемент is  з ймовірністю появи 

( )isp  доцільно кодувати ( )ii spl 2log−=  бітами. 
Тому середня довжина коду елемента блоку після 
застосування будь-якого контекстно-незалежного 
алгоритму згідно з формулою of Shannon [11], не 
може бути меншою ентропії джерела 

 ( ) ( ) .log2∑ ×−=
i

ii spspH  (1) 

Ентропія джерела зменшується зі збільшенням 
нерівномірності розподілу ймовірностей (частот) 
між елементами [11]. Якщо частоту кожного з 
елементів is  позначити через iN , а загальну 
довжину послідовності – через N (очевидно, що 

∑=
i

iNN ) то, згідно статистичного означення 

ймовірності, ( ) NNsp ii /= , тому 

 .loglog 22
i

ii n
Npl =−=  (2) 

Після застосування контекстно-незалежного 
алгоритму середня довжина коду наближається до 
ентропії (1), а загальна довжина блоку наближається 
до ентропійної довжини 

 ( ) ( ).loglog 22 ∑−=×=
i

iiH NNNNHNL  (3) 

Підвищити ефективність контекстно-
незалежного кодування в процесі стиснення 
зображень без втрат найчастіше намагаються за 
допомогою предикторів [7-9], які під час обходу 
прогнозують значення яскравості кожної 

компоненти чергового піксела, використовуючи 
значення яскравостей тих самих компонентів 
опрацьованих раніше суміжних пікселів, оскільки 
дані яскравості мають між собою найбільшу степінь 
кореляції. В процесі використання цього підходу 
обчислюють і надалі кодують відхилення uv∆  
значення яскравості чергової компоненти піксела 

uvF  від прогнозованого обраним предиктором 
значення uvpredict , тобто 

 uvuvuv predictF −=∆  (4) 

(u та v пробігають відповідно по всіх рядках та 
стовпцях компонентів пікселів зображення). 
Суміжні пікселі зображення найчастіше мають 
подібні кольори, а значить і близькі значення 
яскравостей відповідних компонентів, тому 
значення прогнозу часто збігається зі значенням 
яскравості чергової компоненти, найчастіше – є 
близьким до цього значення і рідко – значно 
відрізняється від нього. Тобто більшість значень 

uv∆  виявляються близькими до нуля, що збільшує 
нерівномірність розподілу і, як наслідок, зменшує 
ентропію (1). 

Природно, що алгоритм декодування кодів LZ77 
має розрізняти окремі літерали та групи <довжина; 
зміщення>. У форматі DEFLATE [6] з цією метою 
довжини замін та окремі літерали алгоритму LZ77 
кодуються разом числами в межах [0; 285]. При 
цьому числа з діапазону [0; 255] відповідають кодам 
окремих літералів, 256 позначає закінчення блоку, а 
числа з діапазону [257; 285] вказують на базові 
значення довжин. Після базових значень довжин 
міститься визначена форматом кількість бітів, що 
разом з базовим значенням однозначно визначає 
довжину заміни. Зміщення зберігається після 
відповідної довжини заміни аналогічно – у вигляді 
базового значення та додаткових бітів. Базове 
значення зміщення знаходиться в межах [0; 29]. В 
DEFLATE максимальне значення довжини 
закодованої послідовності може сягати 258, 
зміщення – 32768, а для кодування базових значень 
літералів/довжин та зміщень застосовуються різні 
коди HUFF [12]. Ми модифікували формат 
DEFLATE, застосувавши замість кодування HUFF 
арифметичне кодування [13], оскільки його середня 
довжина коду ближча до ентропії (1). 

Зменшити розмір DEFLATE-блоків, 
розрахованих з використання (3), можливо шляхом 
відкидання неефективних замін алгоритму LZ77, 
довжина коду яких перевищує суми довжин кодів 
окремих літералів, які вони заміняють. Ми 
розробили два способи такого зменшення – 
синтетичний, який аналізує довжину коду заміни 
LZ77 відносно сформованого розподілу [7], та 
аналітичний, який розраховує довжину DEFLATE-
блоку після можливого врахування чи повернення 
такої заміни. 

IV. ЗАСТОСУВАННЯ МЕМОІЗАЦІЇ ДЛЯ 
ПРОГНОЗУВАННЯ ДОВЖИНИ DEFLATE-БЛОКІВ 

Зрозуміло, що мемоізацію доцільно 
застосовувати до функцій з дискретними 
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значеннями аргументів, адже тоді її результати 
можливо зберігати в масиві з індексами-значеннями 
цих аргументів. Тому для обчислення довжини 
ентропійного коду (2) ми виконали перехід від 
двійкового логарифму дійсного значення його 
ймовірності до різниці логарифмів цілих кількостей 
всіх елементів та частоти чергового елемента: 

 .loglogloglog i
i

ii nN
n
Npl −==−=  (5) 

Відповідна функція для обчислення двійкового 
логарифму від цілого числа з використанням 
мемоізації мовою C++ використовується нами у 
такому вигляді: 

double log2(UBYTE4 x) 
 {if (x<MaxMemoizationLog2) 
   {if (arrayLog2[x]<0) 
     arrayLog2[x]=log(x)*1.4426950409; 
    return arrayLog2[x]; } 
  return log(x)*1.4426950409; } , 
де MaxMemoizationLog2 – кількість елементів в 
масиві arrayLog2 для зберігання результатів 
мемоізації двійкового логарифму. Вплив цієї функції 
на час кодування ми дослідимо далі. Значення 
двійкового логарифму від додатних цілих чисел 
невід’ємні, тому на початку роботи кодера ми 
ініціалізуємо елементи масиву arrayLog2 значенням 
-1. Якщо цілий додатний аргумент цієї функції не 
входить в діапазон індексів масиву мемоізації 
(надалі – діапазон мемоізації), то її значення 
обчислюється за допомогою стандартної 
математичної функції log(x). Інакше виконується 
перевірка наявності попереднього розрахованого 
значення двійкового логарифму від цього аргумента 
і у випадку, коли таке значення ще не 
розраховувалося (тобто arrayLog2[x]<0), двійковий 
логарифм від аргументу обчислюється і зберігається 
в масиві. Після цієї перевірки функція повертає 
обчислене раніше значення двійкового логарифму з 
масиву arrayLog2. Тобто для значень, які входять в 
діапазон мемоізації, двійковий логарифм 
обчислюється перший раз і зберігається в масиві, 
після чого надалі при наступних викликах функції 
береться з цього масиву, а не обчислюється ще раз. 

При такому підході обчислюються не всі 
значення з діапазону мемоізації, а лише ті, які хоча б 
раз використовуються при розрахунках. Після 
застосування предикторів [4] частоти більшості 
елементів стають близькими до нуля, тому ми 
виконували мемоізацію саме для найменших 
додатних значень аргументу. 

Проаналізуємо тепер зміни часу виконання 
синтетичного і аналітичного способів алгоритму 
зменшення розміру сформованих DEFLATE-блоків 
[6] для стиснення зображень набору ACT [14] в 
залежності від діапазонів мемоізації (TABLE I-II та 
Figure 1). Цей набір містить як дискретно-тонові 
(№№ 1, 2, 7), так і фотореалістичні (всі інші) 
зображення. 

 

TABLE I.  ЧАС ВИКОНАННЯ СИНТЕТИЧНОГО СПОСОБУ АЛГОРИТМУ 
ЗМЕНШЕННЯ РОЗМІРУ СФОРМОВАНИХ DEFLATE-БЛОКІВ ПРИ 
СТИСНЕННІ ЗОБРАЖЕНЬ НАБОРУ ACT ДЛЯ РІЗНИХ ДІАПАЗОНІВ 

МЕМОІЗАЦІЇ, С 

Діапазон 
мемоізації 

№ файла Середній 
час 1 2 3 4 5 6 7 8 

∅ 0.07 0.12 0.03 0.25 0.13 0.58 0.05 0.15 0.17 
[1; 99] 0.05 0.12 0.03 0.24 0.13 0.55 0.05 0.14 0.16 
[1; 999] 0.05 0.11 0.03 0.24 0.13 0.55 0.05 0.14 0.16 
[1; 4999] 0.05 0.11 0.03 0.24 0.13 0.55 0.05 0.14 0.16 
[1; 9999] 0.05 0.11 0.03 0.24 0.13 0.55 0.05 0.14 0.16 

TABLE II.  ЧАС ВИКОНАННЯ АНАЛІТИЧНОГО СПОСОБУ 
АЛГОРИТМУ ЗМЕНШЕННЯ РОЗМІРУ СФОРМОВАНИХ DEFLATE-
БЛОКІВ ПРИ СТИСНЕННІ ЗОБРАЖЕНЬ НАБОРУ ACT ДЛЯ РІЗНИХ 

ДІАПАЗОНІВ МЕМОІЗАЦІЇ, С 

Діапазон 
мемоізації 

№ файла Середній 
час 1 2 3 4 5 6 7 8 

∅ 0.32 0.61 0.36 1.42 0.97 3.62 0.24 1.02 1.07 
[1; 99] 0.21 0.44 0.21 1.12 0.78 2.92 0.18 0.82 0.84 
[1; 999] 0.19 0.38 0.21 1.05 0.64 2.38 0.14 0.72 0.71 
[1; 4999] 0.16 0.34 0.17 0.82 0.56 1.74 0.12 0.50 0.55 
[1; 9999] 0.14 0.34 0.15 0.54 0.44 1.39 0.12 0.39 0.44 
Бачимо, що мемоізація суттєвіше прискорює 

стиснення фотореалістичних зображень відносно 
дискретно-тонових. Це пояснюється більшою 
часткою неефективних замін і, відповідно, більшою 
кількістю ітерацій алгоритму, що призводить до 
частіших обчислень двійкових логарифмів. 
Застосування мемоізації суттєво прискорює (в 
середньому по набору ACT – максимум на 58.9 %) 
виконання реалізації аналітичного способу 
зменшення розміру сформованих DEFLATE-блоків і 
майже не впливає на час виконання реалізації 
синтетичного способу (прискорює максимум на 
5.9 %). І це закономірно, адже синтетичний спосіб 
зменшення розміру DEFLATE-блоків використовує 
функцію обчислення двійкових логарифмів, 
перераховуючи довжини кодів елементів розподілів 
на кожній ітерації після аналізу всіх замін, а 
аналітичний спосіб для аналізу ефективності кожної 
заміни викликає цю функцію в середньому не менше 
десяти разів. 

t, 
c 

 
 Ширина діапазону індексів масиву мемоізації 

Figure 1.  Залежність середнього часу виконання від ширини 
діапазону індексів масиву мемоізації для синтетичного (суцільна 

лінія) та аналітичного (пунктирна лінія) способів алгоритму 
зменшення розміру DEFLATE-блоків при стисненні зображень 

набору ACT  

На реалізацію синтетичного способу в 
середньому по набору ACT припадає 9.3 % 
загального часу кодування, на виконання 
аналітичного способу без мемоізації – 38.2 %, а на 
роботу аналітичного способу з масивом мемоізації 
розміром біля 78 Кб – 20.3 % (останній рядок 
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TABLE II). Саме такий масив ми рекомендуємо 
використовувати на практиці для аналітичного 
способу зменшення розміру DEFLATE-блоків. 
Оскільки синтетичний та аналітичний способи 
алгоритму забезпечують приблизно однакові 
коефіцієнти стиснення, а перший з них – суттєво 
швидший, то в кодерах ми рекомендуємо 
реалізовувати саме синтетичний спосіб алгоритму 
зменшення розміру сформованого DEFLATE-блоку. 

V. ВИСНОВКИ 
Наведені результати підтверджують відому 

закономірність: чим більше значень 
запам’ятовується в процесі мемоізації – тим швидше 
виконання програми. Але самого лише збільшення 
масиву мемоізації для суттєвого прискорення 
програми недостатньо (як для синтетичного способу 
зменшення розміру DEFLATE-блоку на Figure 1). 
Потрібно, щоб ще й значення, які зберігаються в 
масиві мемоізації, використовувалися багаторазово. 
Зазначимо також, що кожен стиснутий блок в нашій 
реалізації (і, відповідно, частота окремого елемента) 
та змішення заміни у форматі DEFLATE не 
перевищують 32768. Тому використання більших 
масивів мемоізації не призведе до прискорення 
кодування. 

Крім використання додаткових обсягів 
оперативної пам’яті, реалізація мемоізації ще й 
збільшує розмір коду, тобто розмір самого кодера. 
Тому для реалізації синтетичного способу 
зменшення розміру DEFLATE-блоку 
використовувати мемоізацію недоцільно, а для 
аналітичного способу вона дає суттєвий (до 58.9 %) 
виграш у часі кодування. 
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