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Abstract — Tpanmuniiiai cucremn MoHiTopunry [T-
iHppacTpyKTypH HE BPaxOBYIOTh KOHTEKCTHI 3B'I3KH MiX
MOJISIMU Yy JKypHaJax IIOJiH, IO HMPU3BOAUTH IO BHCOKOTO
piBHf xuOHuMX crhpamtoBaHb (10 60-80%). VY poborti
NPOIIOHYEThCS IHHOBAIlifiHa TiOpuAHA apxiTekTypa uepe3
MO€AHAHHS CEMAaHTHMYHOTO PO3YMIHHSA  IOCIiZOBHOCTEH
(LSTM) 3 Tounictio Tabmuunoi kiacugikanii (XGBoost).
OcHOBHa ifes TMoJisra€ y CTBOPEHHI '"CEMaHTHYHOTO
BimOWTKA" icTOpil MO U1 KokKHOTO cepBicy. OdikyBaHi
eKCIIepHMEHTAJIbHI pe3yJIbTaTH MaroTh IoKa3aTu
nokpamenss ouinku F1 Ha 15-25% npu 30epekeHHi HU3BKOT
nareHTHOCTI (<50ms) nmpu po6oTi Buxitouno Ha CPU.

Keywords— susngnenna anomaniit ¢ scypnanax nooii;
LSTM; XGBoost; CPU onmumizauin ma adanmugHi
nopozu

. BCTVII

CydacHi  pO3NOJIEHI  CHUCTEMH  TEHEpYIOTh
BEJIMUE3HI 00CATH JKypHAJiB NOAIH, aHami3 SKHX €
KPUTHUYHO BaYCUIUBUM MJisi 3a0e3rmedueHHs CcTabuUTbHOCTI
ta Oesnexu IT-inppacTtpykrypu. TpaaumiiHi migxonu
JO BHSBJICHHS aHOMaNid 4YacTo He BpPaXOBYIOTh
KOHTEKCTHY iH(OpMalil0 Ta CEMaHTUYHI 3B'I3KH MiX
MOJiSIMH, IO MPHU3BOAWUTH IO BUCOKOTO PIBHA XMOHHX
CIpalOBaHb.

IIpencraBnena poboTa TIPOMOHYE AapPXITEKTypHE
pilICHHS, sKE€ TOEIHye TepeBard pPEeKypPeHTHUX
HEHpPOHHHX MeEpeX [UId aHalizy IOCHiJOBHOCTEH 3
e(EKTHBHICTIO TPAIIEHTHOTO OYyCTHUHTY U TaOIMIHHUX
nmarux. CucteMa po3poOiicHa 3 ypaxyBaHHSIM 00OMEXECHb
peamprEX production-cepemosum, ae GPU-pecypcu
MOXYTb OyTH HEIOCTYITHUMH.

II. APXITEKTYPA CUCTEMU

BrmockoHaneHa cucTeMa BHUSBJICHHS aHOMAIid y
JKypHayiax — moAid  moOyZoBaHa 32  TPHUHITUTIOM
OaratoetanHOi 0OpOOKM MaHUX 3 TIOPUIHUM MiAXOIOM
JI0 aHali3y. 3arajbHa apXiTeKTypa CKJIAJAEThCS 3 JIBOX
OCHOBHHX IOTOKIB: TOCIIJIOBHOTO aHANI3y CIy)OOBHX
noBimomiens  (meron LSTM) ans po3ymiHHS

CEMAaHTUYHOTO KOHTEKCTYy Ta TaOJMYHOIO aHalizy
BEeKTOpPY oTpuMmaHoi iHpopmamii 31  cioyx0oBHX
noBimomieHs  (Metrox  XGBoost) gms TowHOI
Ki1acudikariii 03HaK Ha OCHOBI CTATUCTUYHUX MaHuX [1].

A. Knrouosi komnonenmu:

1. Log Ingestion & Parsing: o00poOka TIOTOKY
JKypHaJIIB MOJIH y pi3HUX opMaTax 3 MiATPUMKOIO
JSON, syslog Ta xacroMHUX (popmaris.

2. Normalization & Masking: 3amiHa 3MiHHHX
€JIEMEHTIB Ha cTaHAapTu3oBaHi TokeHun (IP —
<IP>', umcma — <NUMBER>"). OuikyeTbcs
3MEHIICHHS KUIBKOCTI yHIKaJbHUX TOKEHiB Ha 60-
80%.

3. Context Window Management: CTBOpeHHSI KOB3HUX
BIKOH 3 32-64 MOCIiIOBHUX 3aIlMCiB, aJalTHBHHUI
PO3Mip 3aJeXHO BiJl YacTOTH TeHepalii >KypHaliB

TOMIH.

4. LSTM  Sequence  Encoder:  IleperBopenHs
HOCJTiTOBHOCTEH TOKEHIB y BEKTOPHI
npejacTaBieHHs 3 attention pooling ta CPU-
OIITUMI3aLIi€lO.

5. Feature Engineering: renepanist 101aTKOBUX O3HaK
Yy YOTHPHOX  KATEropisx: 4YacoBi, IUKIIYHI,
KaTeropianbHi, CEMaHTHYHI.

6. XGBoost Classifier: ¢inanpHa kiacudikaris Ha
ocHOBI 00'enrHanoro Bekropa [LSTM_embedding Ta
tabular features]

B. Apximexmypa enxooepa Lstm

LSTM  nmeperBoptoe  BIKHO  HOCIIOBHOCTEH
CIIy’)kOOBHX TIOBiIOMJIEHb 13 JKypHaNiB MO Ha
KOMIAKTHE BEKTOpHE TpeacTaBieHHs (embedding), mo
YTPUMY€E KIIFOUYOBI CEMAHTWYHI 3B'I3KH MK IOIISIMHU.
Ha BXix momaerscs KOB3HE BIKHO 3 32—64 3ammciB
OJHOTO  CEpBiCy, KOXEH 3aluC  IIONEPEeaHbO
HOpMAII3Y€TbCA Ta TOKeHi3yeThcsa. Jlami TOKeHH
NPOEKTYIOThCs. B 64-BumipHi Bektopu (embedding
layer), micnst woro onguomaposuit LSTM (hidden size
64—128) mocimoBHO 00po0OIIse 1X, 30epiraloyu YacoBHii
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mopsiiok 1 3anexHocTi. Ha 3aBepmansHOMY eTarmi
(hopmyeTncs HaOip mAOIOHIB U1 BUSBICHHS aHOMAIH
Ha OCHOBI MeETOAy TpeHyBaHHS yBarm (attention
pooling), skuii BuAinsge HaiiHGOPMATHBHIMII 3aIHCH Y
KO’)KHOMY IMOTOYHOMY IIyJli BEKTOpIB Ta (GOpMye OIUH

64-BuMipHHHl  BeKTOp iH(OPMAIIHHOTO KOHTEKCTY
KOHKPETHOTO CEpBICY.
OTpuMaHuii «CEeMaHTHYHUI  BIAOUTOK»  BiKHA

JKYPHAJIIB IOAIH MOEJHYETHCS 3 TAOJIMYHUMH O3HAKAMH
Ta nepeaaethest y XGBoost 1t ocTaTouHOTO pillieHHs!.
Taka moOyoBa /1a€ 3MOTY NO€JHATH CHIBbHI CTOPOHH
obox migxomiB: LSTM  ¢ikcye  KoHTEKCT i
TIOCTITOBHICTh MOMIN y XypHanax mopiii, a XGBoost
JoJa€ TOYHICTH Ta IHTEPIPETOBAHICTH Ha piBHI
TabmuuHuX o3Hak [2]. Hdmsa production mmIaHyeThCS
BukopuctoByBaTi INT8-kBanTuzauito a came 8-0iTHi
Baru, axkTHBalil 3 KamiOpyBaHHAM Ta JMHaMIuHE
OaruyBaHHs 3 TaiimMayrom ~10 Mc 1 onTumizoBasi
6i6mioTexu JiHiHHOT anrebpu ontumizoBani mix CPU.
Lle 3MeHmye mnam’siTh 1 TPHUCKOpIOE iH]EpeHc,
3a0e3meuyroun CTabiTbHO HHU3BKY 3aTPUMKy IS
OLTBIIOCTI 3aITUTIB.

C. Inorcenepis oznax ma inmezpayisn 3 XGBoost

ITpu 06pobui MIPOTIOHYETHCS JOTIOBHUTH
cemaHTHUHUA BekTop Bigx LSTM craructuaHrMU
O3HaKaMU 3 JKypHaJiB Mmojid i1 mojgatu o0’ e€aHaHUN
Bektop a0 XGBoost it ocTarodHOrO pimIeHHS.
[TnanyeTbcsi BUKOPUCTOBYBAaTH 4 TpyNH O3HAK: 4acoBi
(mampuknanx, error rate 3a 1h/24h, IHTEHCHBHICTBH
MOBIZIOMJIEHb, PI3HOMAHITHICTh IIA0JIOHIB), IMKJIIYHI
(sin/cos Wacy moOum Ta MmHA TIWKHS Ui OONIKY
MepIOTUIHOCTI), KaTeropianbHi (icTopuyHmii anomaly
rate s host id/service id, target encoding piBHiB), a
TAKOX CEMaHTHYHI (EHTpOIis MIAONOHIB y BIKHI Ta
npanopenp «HOBHH Imabnony). Takuit Habip crucio
ONHCY€ JAWHAMIKY, TIEePIOAWYHICTE 1 KOHTEKCT Y
JKypHaJIax TOJiH, 30epiraroud IHTEPIPETOBAHICTh 1
cTabUTBHICTH Ha production-TaHnX.

64-Bumipauit  Bektop LSTM  00’emHyerbes 3
TaOJIMYHAMH  O3HaKaMH  (JaCOBUMH, IMKITIYHUMH,
ICTOpUYHUMH TIPO]IISIMU, @ TAaKOXX CEMaHTHYHHUMH).
O6’emnannii  BekTop momaetbess g0 XGBoost 13
CPU-onTuMizoBaHUMHU HaJlallTyBaHHSIMHU
(tree_method="hist', momipHa rmuOuHa, HeBenuke eta,
min_child weight, subsample, colsample bytree) s
OaytlaHCy TOYHOCTI Ta MIBUIKOZII.

OuikyeTbCsl, IO 3alPONOHOBaHA TiOpHIHA MOJENb
MepeBepIINTh «4JuCTHi» deep learning 3a ToYHICTIO,
MOEAHYIOYM  KOHTEKCT JIOTIB 31 CTaTUCTUYHUMH
O3HaKaM{, BOAHOYAC  3aIHIIAIOYUCh  JOCTATHHO
MIBUJIKOIO: IOHAaMMeHIe 95% 3anutiB 0OpOOISIOTECS
mBume =Hix 3a 50 mc Ha CPU.

1. AJATITUBHE HAJTAITYBAHHA [TIOPOTI'IB
TA TTPOOIJIIOBAHH A

CraTuuHl TOPOTH OJHAKOBO ITOBOASTHCS JUIS BCIX
CepBICIB 1 4YacTO TEeHEepYIOTh 3aiiBi CIOBIICHHS.
[IpomonyeTbest inbTpyBaTH KOXKEH CEPBIC OKPEMO:
MiATPUMYBATH KOB3HI CTaTUCTHKH (cepenne,
CTaH/JApTHE BIIXWICHHS, ICTOPHYHMI  KoedillieHT
MOMHJIOK) 32 HOro CHrHajJaMH Ta TOKa3HUKaMH 3
KypHauiB nozid. Ha ocHoBi mux npodiniB ¢opmyeTbes
«HOpMaJIbHA 30Ha» TOBEAIHKH CEPBIiCY, BiJl KO 3py4HO
BiJIIITOBXYBATHCS TIPH BU3HAYCHHI aHOMATIH.

Iloporn  ITaHyeThbCS ~ BU3HAYATH  QMAITHBHO:
0a30BUil PiBEHB 33a€ThCS K MEXKa, Ky HE TICPCBHIIYE
npuban3Ho 95% HOpPMabHUX 3HAYEHb, 13 JOJAATKOBUM
3amacoM, M0 € TIPOMOPIIHHUM THIIOBOMY PO3KHIY
OIIHOK, Jadi BIiH KOPUIYEThCS 3a JIOMOMOTOIO
SKCIOHCHIIIHHOTO ~ 3TJAa[UKYBaHHA 3  OOMEXCHHSIM
MIBUJKOCTI  3HIDKEHHS, 11100 YHHKAaTH HAIMIipHOT
gyymmBocTi. Jlasd HOBHX ab0 MallOHaBaHTaKEHUX
CEpBICIB  3aCTOCOBYETBHCS  HAKOIHMYCHHS  BIIACHOI
CTaTUCTHKK. Takuil MiAXiA MepcoHali3ye aHami3 Ta
3MEHIIIy€ PiBeHb XMOHOMO3UTHBHUX Pe3yNbTaTiB Ha 30—
50% 6e3 BTpaTH YyTIMBOCTI IO CIPABXKHIX IHIH/ICHTIB.

IV. IIOACHIOBAJIBHICTD TA ITJIAH
EKCITEPUMEHTIB

JIist  TOSICHIOBAHOCTI ~ TIPOTIOHYETBCSL  JIETKHM,
NpaKTHYHUHA HaOlp MexaHi3MiB: uis1 XGBoost — feature
importance (gain/cover) Ta SHAP-3Hauenns; nins LSTM
— Bard attention, IO JIOKaNI3ylOTh y BiKHI JKypHaliB
oI 3ammcH, SKi HalOiIbIIe BIUTMHYJIM Ha pilieHHs. B
CHOBIMICHHX IUIAHYEThCS BiIOOpakaTH OLIHKKA MOJIEITI,
3—5 KIIIOYOBHX O3HAK i3 IX BHECKOM, a TaKOX MPHKJIIaIH
11aGJIoHIB i3 BiAMOBigHOTO iH(GOpMaNifHOTO IMyiy, MO0
orepaTop  IIBUAKO  BIATBOPMB  KOHTEKCT. Taka
KOMOiHaIis Mae 3abe3neunTu JIOCTaTHIO
IHTepIpPETOBaHICTh Oe3 ICTOTHUX HAKJIAJHUX BUTpAT Ha
CPU 1 3po0uTH NPUYMHH CIIPALIOBaHb MPO30PUMHU IS
eKCIITyaTallifHuX KOMaH/I.

I{i7p0Bi METPUKH TMPaKTHUHI: OYIKYETHCS TPUPICT
F1 (rapmoniuHe cepefiHE MiX TOYHICTIO ¥ UyTIUBICTIO)
Ha 15-25% BigHocHO baseline, mepeBa)kHa OUIBIIICTD
3amuTiB (95%) 00poOasieThess mBuame 3a 50 Mc Ha
CPU, piBeHbp XMOHOTIO3WUTHUBHHUX pe3yibTaTiB <5% Ha
cepBic, recall kpuruunux aHomanii >90% 1 mniniliHa
MacmraboBanicTh 10 ~1000 cepsicis [3].

V.OBMEXEHHA TA BUKJIMKH

3anponoHOBaHMI MigXiJA Mae HU3KY PH3HKIB, SIKi
TUTAHYETBCS BPaxOBYBATH I Yac EKCIIEPUMEHTIB 1
npoToTunyBaHHs. [lo-mepiie, MOJIMBE 3MiLCHHS
JAHUX MDK CHHTETHMYHUMH, HAMIBCHHTETUYHHMHU Ta
production-xypHajiaMu TOJii: PO3MOIUIM MAOIOHIB i

YaCTOT MOXYTh BIAPI3HATHCS, MO BIUIMHE HA
y3arajgbHIOBaHICTb. Jns 3HWDKEHHS PH3HKY
nependavaroThCsl PEryJsIpHi TEepeBipKd  CTaOlIBHOCTI
(drift-moHiTOpHHT O3HaK Ta score), HepioAnYHa
mepekaniOpoBka Ta  IEpeHaBYaHHA 32  YacOBO
cTpatu(ikoBaHuMHU  3pizamu. Ilo-mpyre, 3Ha4YHHI
nucbanmanc  kmaciB  (1-5% aHomamiif)  yCKIaaHIOE

onruMmizamiro — tanyetbes poxyc Ha AUCPR (sxicth
Ha JucOaiaHCi KJACiB), Ta YacTIli KOPEKTHHX Cepel
tor-N crpaifoBadb i 3BaxkeHoMy F1 3 ypaxyBaHHIM
nucbanancy. Tako BHKOPHCTOBYEMO Barw KiaciB i
TIOHIHT TOpora, mo0 KepoBaHO OOMIHIOBATHUCS MiXK
BUIIUM recall i MEHIIIOIO KiTBKICTEO CIIOBIIICHB [4].
OxpeMuii BHKIUK — CTaJiCTh MOCIITOBHICHOI
MOJIETl Y pPO3MOAIIEHOMY CepeloBuIli (KelryBaHHS
hidden-ctaniB, BiTHOBIIEHHS TICNIA Iepe3aIycKiB,
KOHCHCTCHTHICTb MDK iHCTaHCaMH) Ta  IKOPCTKI
oomexxenns Ha 3atpumky B CPU-cepemoBumi. Ile
IUIAHYETHCS. TIOM’SIKIITYBaTH 4Yepe3 YIiTKWUH JKUTTEBHH
LUKJI CTaHiB (4ac >KUTTS, Tapsiuuil 3aIycK, 3aXHCT BiJ
pO3CHMHXpOHi3amii),  AWHaMid4He  OaTdyBaHHA 3
TaliMayToM, CTHCKaHHS HeHpoMmepexi g0 8-0iTHHX
LOUIMX YHCeN 3aMicTh 32-0ITHMX 4HCEN 3 IUIaBaIOYOr0
KOMOI0, 31 30epeXeHHsIM MacITa0iB i HyJIbOBUX 3CYBIB
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Ta IpoQTIOBaHHS BY3bKHX MICIIh. TakoX BpaXxOBYETHCA
KOMIIPOMIC 3aTPUMKH IIPOTH TOYHOCTI: JUIsl CEpBICIB i3
BHCOKHMH BHUMOT'aMH JIO 3aTPHMKH IependayaeThes
CrpoleHa KoHQiryparist (MeHIIl BikHa, JIeTIi MoJed),
TOMI K JJISi KPUTHYHUX ACTEKIIH — OUTBIT «BaKKi»
HaJIalITyBaHHA 3 TIPIOPUTETOM SKOCTI.

BUCHOBKU

Y poboTi mpomoHyeThCS TiOpHIHA apXiTEKTypa
LSTM + XGBoost ans KOHTEKCTHO-OPIEHTOBAHOTO
BUSIBJICHHS aHOMAJIill y KypHaiIax MOAii i3 ¢poKkycoMm Ha
CPU-cepenoBuiua. KirouoBi  imei — BKIIFOYAIOTH
MOEAHAHHS CEMAHTHYHOTO BIiIOWTKAa TIOCIHIIOBHOCTI
CITy’)KOOBHX TOBIIOMIICHb 3 iX TaOJIMYHUMHU O3HAKAMU,
aUanTHBHI TOPOTM JUIL BUSBJICHHA aHOMaliii Ta
3ano0iraHHs XWMOHHMX CIPAIfOBaHb 3 YpaxyBaHHAM
mpoQuII0  CepBICY Ta MPAKTHYHOI MOSCHIOBAHOCTI
(attention ms LSTM i SHAP/feature importance ajst
XGBoost). ApxiTekTypa TIPOEKTYETBCSA il HH3BKY
narentHicts Ha CPU (INT8, nunamiune OaruyBaHHS,
BLAS) i ouikyBano mingsumye F1 ma 15-25% mnporu
baseline, 3abe3neuyroun yac BimmoBimi < 50 Mc s
nepeBakHoi Oumpmrocti 3amutiB (He MeHme 95%) Ha

CPU Ta 30epiratodd KOHTPOJBbOBaHY  KiJIBKICTh
CHOBIIIEHD.

OuikyBaHe TMpaKTUYHE 3HAYCHHS TIOJIATa€ B
eKOHOMIuHIi  momimeHOCTI  (pobota 6e3  GPU),

macmraboBaHocti 10 ~1000 cepBiciB, 3MeHIIEHHI
OTIepaniifHOTO HaBaHTAKEHHS depe3 alalTHBHI IIOPOTH
Ta MPO30pi CHOBIMIEHHS, @ TAKOX y MPOCTiil iHTerpamii
yepe3 cTaHAapTHI iHTepdelicn. BoxHouac BH3HAIOTHCA
OOMEXEHHS: MOXIIMBE 3MIIICHHS JaHHUX, IucOanaHc
KJIaciB, CTalliCTh y pO3MOAUICEHUX PO3TOPTaHHAX 1
KOMITPOMIC MDK 3aTPUMKOIO Ta SIKICTIO. SIK Harpsmu
po3BUTKy posrismaioTees federated learning s
multi-tenant-crienapiiB, aganraiis A0 JOperdy Ta
iHTerpauis 3 iCHyFOYMH MOHITOPHHT-CHCTEMaMH.
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